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Neural shape optimization of the Dirichlet energy
Shape optimization is a central field in applied mathematics and engineering, with appli-
cations ranging from aerodynamics to material design. The objective is to find the optimal
shape of a domain that minimizes a given criterion, such as energy or resistance, while sa-
tisfying geometric constraints like fixed volume, surface area, or minimal height. Classically,
solving these optimization problems requires numerical methods that rely on shape deriva-
tives and adjoint calculations, which are computationally expensive and difficult to adapt to
complex geometries. To overcome these challenges and the inherent limitations in paralle-
lization found in classical approaches, we leverage specific properties of neural networks.
This requires suitable representations for both the solution of the state equation and the sha-
pe of the domain in which it is defined. For this purpose, we introduce the DeepRitz method
to approximate solutions to the state equation and symplectic neural networks to model the
domain shape effectively. We illustrate this approach through an example: minimizing the
Dirichlet energy of a domain under a volume constraint.
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